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Dialogue Summarization
• Dialogue	summarization	aims	to	generate	a	succinct	summary	
while	retaining	essential	information	of	the	dialogue.
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Remember we are seeing the 
wedding planner after work
Sure, where are we meeting her? 
At Nonna Rita’s 
I want to order seafood tagliatelle 
Haha why not
We remmber spaghetti pomodoro 
disaster from our last meeting
Omg it was over her white blouse
:D
:P 

Blair and Chuck are going to meet the wedding 
planner after work at Nonna Rita’s. The 
tagliatelle served at Nonna Rita’s are very good. 

Blair:

Chuck:
Blair:
Chuck: 
Blair:
Chuck:

Blair:
Chuck:
Blair:

Dialogue

Summary



A Good Summary?
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Informativeness Redundancy Relevance

Peyrard (2019):	a	good	summary	is	intuitively	related	to	three	aspects



Related Works
• For	informativeness
• Linguistically	specific	words	
• Domain	terminologies
• Topic	words		

• For	redundancy
• Similarity-based	methods	to	annotate	redundant	utterances	

• For relevance
• Topic	segmentation
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Problems
• Relied	on	human	annotations.

• labor-consuming

• Obtained	via	open-domain	toolkits

• Dialogue	agnostic

• not	suitable	for	dialogues
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Pre-trained Language Models
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DialoGPT Annotator
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Overview
• Keywords	Extraction:	Extracts	unpredictable	words	as	keywords.
• Topic	Segmentation:	Inserts	a	topic	segmentation	point	before	one	utterance	if	it	is	unpredictable.	
• Redundancy	Detection:	Detects	utterances	that	are	useless	for	context	representation	as	redundant.	
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Keywords Extraction: DialoGPTKE
• Motivation:	if	one	word	in	the	golden	response	is	difficult	to	be	inferred	from	
DialoGPT,	we	assume	that	it	contains	high	information	and	can	be	viewed	as	a	
keyword.
• Extracts	unpredictable	words	as	keywords.
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Context: yoo guys. EOS1
Response: hey wassup. EOS2
Context: hey wassup. EOS2
Response: Remmber the meeting EOS3
Context: Remmber the meeting EOS3
Response: I almost forget it. EOS4
Context: I almost forget it. EOS4
Response: fine EOS5
Context: fine EOS5
Response: Where? EOS6
Context: Where? EOS6
Response: at Barbara's place. EOS7

Tom: yoo guys. EOS1
John: hey wassup. EOS2
Tom: Remmber the meeting EOS3
John: I almost forget it. EOS4
Tom: fine EOS5
John: Where? EOS6
Tom: at Barbara's place. EOS7

Context-response Pairs

Original Dialogue

DialoGPT

hey

Remmber

wassup.

the meeting

EOS2

EOS3

Remmber the meeting

Golden:

loss31

Word-level and Utterance-level Loss

Prediction:
Keywords Extraction 

loss3loss32 loss33 loss34
... Extracted 

Keywords
Avg

loss31 loss32 loss33 loss34

...

loss71 loss72 loss73 loss34



Topic Segmentation: DialoGPTTS
• Motivation:	if	the	response	is	difficult	to	be	predicted	given	the	context	based	
on	DialoGPT,	we	assume	the	response	may	belong	to	another	topic	and	there	
is	a	topic	segmentation	between	the	context	and	response.
• Inserts	a	topic	segmentation	point	before	one	utterance	if	it	is	unpredictable.	
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Context: yoo guys. EOS1
Response: hey wassup. EOS2
Context: hey wassup. EOS2
Response: Remmber the meeting EOS3
Context: Remmber the meeting EOS3
Response: I almost forget it. EOS4
Context: I almost forget it. EOS4
Response: fine EOS5
Context: fine EOS5
Response: Where? EOS6
Context: Where? EOS6
Response: at Barbara's place. EOS7

Tom: yoo guys. EOS1
John: hey wassup. EOS2
Tom: Remmber the meeting EOS3
John: I almost forget it. EOS4
Tom: fine EOS5
John: Where? EOS6
Tom: at Barbara's place. EOS7

Context-response Pairs

Original Dialogue

DialoGPT

hey

Remmber

wassup.

the meeting

EOS2

EOS3

Remmber the meeting

Golden:

loss31

Word-level and Utterance-level Loss

Prediction:

Topic Segmentation 

loss3

Segmentation
Point 

loss32 loss33 loss34
Avg

loss2 loss3 loss4 loss5 loss6 loss7

Segmentation
Point 



Redundancy Detection: DialoGPTRD
• Motivation:		If one	utterance	brings	brings	little	information	and	has	small	
effects	on	predicting	the	response,	this	utterance	becomes	a	redundant	
utterance.	
• Detects	utterances	that	are	useless	for	context	representation	as	redundant.
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Tom: yoo guys. EOS1
John: hey wassup. EOS2
Tom: Remmber the meeting EOS3
John: I almost forget it. EOS4
Tom: fine EOS5
John: Where? EOS6
Tom: at Barbara's place. EOS7

Dialogue 
Sequence

DialoGPT

yoo guys. EOS1 hey wassup. EOS2
Remmber the meeting EOS3 I almost
forget it. EOS4 fine EOS5 Where? 
EOS6 at Barbara's place. EOS7

Original 
Dialogue

yoo guys. EOS1... at Barbara's place. EOS7

...
Dialogue Context

Representation

𝒉𝑬𝑶𝑺𝟏 𝒉𝑬𝑶𝑺𝟐 𝒉𝑬𝑶𝑺𝟕

∅

0.711

0.998

0.991

Similarity
Calculation

∅

Step: 1

Step: 2

Step: 3

0.642

Step: 4

Step: 5
0.573

Step: 6
0.993

5 4

Step: 0

∅

5 4

5 4

5

Redundant
utterances

Steps
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Annotation Tags
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Summarizer
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BART
Pre-trained PGN	

Non	pre-trained



Dataset and Metrics
• Datasets
• SAMSum
• AMI

• Evaluation Metrics
• ROUGE
• BERTScore
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Statistics for SAMSum and AMI datasets



Automatic Evaluation
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Test	set	results	on	the	SAMSum dataset BERTScore

Test	set	results	on	the	AMI	dataset



Human Evaluation
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model	can	get	the	best	
score	in	concisenessmodel	can	perform	

better	in	coverage



Effect of DialoGPTKE
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• Entities	play	an	important	role	in	the	
summary	generation.	

• Combined	with	DialoGPT embeddings,	
KeyBERT can	get	better	results.

Intrinsic Evaluation For Keywords

• View	reference	summary	words	as	
golden	keywords

• Both	TextRank and	Entities	perform	
poorly	in	recall

• Our	method	can	extract	more	diverse	
keywords.



Effect of DialoGPTRD
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• Rule-based	method:	annotates	utterances	without	noun,	verb	and	adjective	as	
redundant.

• Our	method	shows	more	advantages	for	long	and	verbose	meeting	transcripts	
in	the	AMI.



Effect of DialoGPTTS
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• Our	method	can	get	comparable	results	with	the	strong	baseline	C99(w/	
DialoGPT emb).



Ablation Studies for Annotations
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• For	both	datasets,	training	summarizers	based	on datasets	with	two	of	three	
annotations	can	surpass	corresponding	summarizers	that	are	trained	based	on	
datasets	with	one	type	of	annotation.

• Summarizers	that	are	trained	on	DKE+TS still	get	improvements	on	both	datasets.	



Conclusion
• We	investigate	to	use	DialoGPT as	unsupervised	annotators	for	
dialogue	summarization,	including	keywords	extraction,	
redundancy	detection	and	topic	segmentation.	

• Experimental	results	show	that	our	method	consistently	obtains	
improvements	upon	pre-traind summarizer	(BART)	and	non	pre-
trained	summarizer	(PGN)	on	both	datasets.	

• Combining	all	three	annotations,	our	summarizer	can	achieve	
new	state-of-the-art	performance	on	the	SAMSum dataset.
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Thanks!


