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Task Introduction



Dialogue Summarization

• Dialogue summarization aims to generate a succinct summary while 
retaining essential information of the dialogue.
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home my car broke down and i have to 
get to work i could really use the help

dude can u pick me upBob

where r u?

no problem man! i will leave 
now and be there in like 10min

Tom

Bob

Tom

Bob's car has broken down. 
In 10 minutes Tom will
give him a lift to work.

Dialogue

Reference Summary



Dialogue Summarization
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Challenges and Motivation



Challenges
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Summarization

Dialogue Modeling • Multi-party

• Structure

• Topic Drift

• Coreference

• Key Contents

• Coherence

• Abstractive

• Factual

Dialogue Summarization

• Data Resource

• Dialogue Modeling

• Domain Specific



Commonsense Knowledge

• Commonsense is sound, practical judgment concerning everyday 
matters, or a basic ability to perceive, understand, and judge in a 
manner that is shared by (i.e. common to) nearly all people

7https://en.wikipedia.org/wiki/Common_sense



Commonsense For NLP
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Response Generation Question Answering

Zhou H, Young T, Huang M, et al. Commonsense knowledge aware conversation generation with graph attention
Lv S, Guo D, Xu J, et al. Graph-based reasoning over heterogeneous external knowledge for commonsense question answering



Commonsense for Dialogue Summarization 

• By introducing commonsense knowledge according to the pick up and car broke down, 
we can know that Bob expects Tom to give him a lift. 

• Commonsense knowledge can serve as a bridge between non-adjacent utterances that 
can help the model better understanding the dialogue.
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home my car broke down and i have to 
get to work i could really use the help

dude can u pick me upBob

where r u?

no problem man! i will leave 
now and be there in like 10min

Tom

Bob

Tom

Bob's car has broken down. 
In 10 minutes Tom will
give him a lift to work.

Dialogue

Reference Summarygive a lift



Two Research Problems
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home my car broke down and i have to 
get to work i could really use the help

dude can u pick me upBob

where r u?

no problem man! i will leave 
now and be there in like 10min

Tom

Bob

Tom

Dialogue

give a lift How to incorporate 
commonsense knowledge?

How to model the dialogue 
with commonsense?
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Heterogeneous Dialogue Graph Construction



Background: ConceptNet
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Homepage Example

• A freely-available large-scale commonsense knowledge base 

• Includes words and common phrases.

• ConceptNet is a knowledge graph that connects words and phrases of natural 
language (terms) with labeled, weighted edges (assertions).



Heterogeneous Dialogue Graph Construction
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Dialogue Heterogeneous Graph Network



Overall
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• Graph construction receives a dialogue and ConceptNet and outputs a heterogeneous dialogue 
graph .

• Node encoder receives a sequence of words for a node and produces initial node and word 
representations. 

• Graph encoder conducts graph operations for initial node representations. 
• Pointer decoder either generate summary words from the vocabulary or copy from the input words.



Node Encoder

16

• The role of node encoder is to give each node 𝑣! ∈ 𝒱 an initial 
representation.



Graph Encoder

• Graph encoder is used to digest the structural information and get updated 
node representations. We employ Heterogeneous Graph Transformer (Hu et 
al., 2020) as our graph encoder.
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Graph Layer
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Pointer Decoder

•We employ a LSTM with attention and copy mechanism to 
generate summaries.
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Training

•We minimize the negative log-likelihood of the target words 
sequence.
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Experiments



Datasets

• SAMSum is a human generated dialogue summary dataset, which 
contains dialogues in various scenes of the real-life.
• Argumentative Dialogue Summary Corpus (ADSC) is mainly 

around debate topics. 
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Automatic Evaluation
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effectiveness of 
heterogeneity 

modeling

effectiveness 
of graph 
modeling



Human Evaluation
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• Compared with D-HGN, D-HGN(w/o knowledge) gets a lower score in abstractiveness, 
which indicates knowledge incorporation can help our model express deeper meanings. 

• D-HGN(w/o speaker) performs worse than D-HGN in correctness, which shows 
effectiveness of heterogeneity modeling by viewing speakers as heterogeneous data. 

• AbsRL Enhance performs worst in correctness, which may due to the utterances 
extraction will break the coherence of dialogue contexts.



Ablation Study
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without knowledge integration
(w/o knowledge), the model 

suffers the performance drop

without taking position 
information(w/o node embedding)

or message fusion module(w/o 
message fusion) into account, our 

model will lose some performance.



Zero-shot Setting
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The homogeneous model D-GAT 
that uses knowledge can get 
better results than other baselines.

The D-HGN gets the best score.

Knowledge can help our models better 
understand the dialogue in the new domain.



Visualization
• We apply t-SNE to these vectors.
• D-HGN can generate more discrete and easily distinguishable 

representations.
• D-GAT also tends to separate representations of different types of nodes
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Case Study
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Conclusion



Conclusion

• We are the first to improve abstractive dialogue summarization by 
incorporating commonsense knowledge.

• We introduce knowledge from the ConceptNet and present a Dialogue 
Heterogeneous Graph Network.

• Experiments on the SAMSum dataset show the effectiveness of our 
model. Zero-shot setting experiments show that our model can better 
generalized to the new domain.
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