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Task Introduction



| Dialogue Summarization

* Dialogue summarization aims to generate a succinct summary while
retaining essential information of the dialogue.

Dialogue

4 dude can u pick me up A Reference Summary
i where r u? s ~N
Bob's car has broken down.

‘'home my car broke down and 1 have to |:> In 10 minutes Tom will
£ get to work 1 could really use the help

give him a lift to work.
no problem man! i will leave
\ £ now and be there in like 10min /

. J




| Dialogue Summarization
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Automatically identifies key parts of the
customer service conversation

L35 & -
Assigns a tag (e.g., issue, outcome, action item)

. and displays a summary that can be expanded
to the full call transcript
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Challenges and Motivation



| Challenges

4 Summarization
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| Commonsense Knowledge

 Commonsense 1s sound, practical judgment concerning everyday
matters, or a basic ability to perceive, understand, and judge 1n a
manner that i1s shared by (1.e. common to) nearly all people
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https.//en.wikipedia.org/wiki/Common_sense



| Commonsense For NLP

Question: What do people typically do while playing guitar?
A. cry B. hear sounds C. singing (v') D. anthritis E. making music

Evidence from ConceptNet

@M

RelatedTo °

) - RelatedTo
playing guitar

Evidence from Wikipedia
A.cry <[What can yearn, cry without tears?
What is to cry and to weep?
C. singing " She also performed them, playing guitar and singing.
' { Jakszyk led the band, playing guitar and singing.
. ) g | don’t think that’s . .| 1like making music and playing guitar with other people.
WG (e ST o SR '::> a lack of uv. E. making music He began making music when he started guitar lessons.

Response Generation Question Answering

Zhou H, Young T, Huang M, et al. Commonsense knowledge aware conversation generation with graph attention
LvS, Guo D, Xu J, et al. Graph-based reasoning over heterogeneous external knowledge for commonsense question answering



| Commonsense for Dialogue Summarization

* By introducing commonsense knowledge according to the pick up and car broke down,
we can know that Bob expects Tom to give him a lift.

* Commonsense knowledge can serve as a bridge between non-adjacent utterances that
can help the model better understanding the dialogue.

Dialogue

idude can U plckme upj— Reference Summary
i where r u? [give 4 lift] e N
/ Bob's car has broken down.

home my car broke down and 1 have to |:> In 10 minutes Tom will
get to work 1 could really use the help

give him a lift to work.
{no problem man! i will leave ]
K now and be there in like 10min /

. J




| Two Research Problems

Dialogue

4 dude can u pick me up — \
give a lift
where r u?
(o) 5

home my car broke down and i have to
@ get to work 1 could really use the help

‘lno problem man! i will leave ]
K now and be there in like 10min j

4 Q )
How to incorporate
?
| commonsense knowledge? )
4 Q )
How to model the dialogue
. with commonsense? )
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Heterogeneous Dialogue Graph Construction
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| Background: ConceptNet

* A freely-available large-scale commonsense knowledge base
* Includes words and common phrases.

* ConceptNet 1s a knowledge graph that connects words and phrases of natural
language (terms) with labeled, weighted edges (assertions).

in house

O
] ConceptNet

What is ConceptNet? Examples

ConceptNet is a freely-available semantic network, designed to help computers understand the meanings of words To explore what's in ConceptNet, try browsing what it knows about any of these terms:
that people use.

ConceptNet originated from the crowdsourcing project Open Mind Comman Sense, which was lsunched in 1999 at B3 word

the MIT Media Lab. It has since grown Lo include knowledge from other crowdsourced resources, expert-created B3 mot

resources, and games with & purpose.

ources, games purp ooord
» palabra B natural language
L2 semantic network B3 palavra &) semantic network
. IR L
raph has common sense
grap knowledge
1’“"""' Word vectors and recent publications
iy wsed for natural language part of artificial ConceptNet is used to create word smbeddings -~ representations of word meanings as vectors, similar to
understanding intelligence word2vec, Glove, or fastText, but better.
pr" of These word e are free, multifingual, aligned across languages, and designed to avoid representing
harmful stereotypes. Their performance at word similarity, within and across languages, was shown to be state of
word embeddings the art at SemEval 2017,

Homepage Example



| Heterogeneous Dialogue Graph Construction

(" Hannah :
Amanda:
Amanda:
Amanda:
Amanda:
Hannah:
Amanda:
Hannah:

\_ Amanda:

do you have Betty's number?
Lemme check

Sorry, can't find it.

Ask Larry

He called her last time

I don't know him well

Don't be shy, he's very nice
I'd rather you texted him
Just text him )

(Hannah needs Betty's number but Amanda )
| doesn't have it. She needs to contact Larry. |

(a)

Dialogue-Summary
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Dialogue Heterogeneous Graph Network




| Overall

* Graph construction receives a dialogue and ConceptNet and outputs a heterogeneous dialogue
graph .

* Node encoder receives a sequence of words for a node and produces initial node and word
representations.

* Graph encoder conducts graph operations for initial node representations.

* Pointer decoder either generate summary words from the vocabulary or copy from the input words.

pose Snmnnmnng | —
> : ; ‘mt Attention && Copy
>@ — OCO0000000® L i Mechanism ‘
(a) Graph hz C:; @‘{j" qi?;’;j L (d) Pointer Decoder

' Node Embeddi T R .
h- _?,Ogs;f-r:lgn_l_ o hz ot mTe < 1 E (OO graph nodes |
! C) Q 4 : PWyq W12 (W13 (Wig | Graph Layers : -1 LSTMcell \
 sagh || | W | | a0 (—H | (%) % node representation,
 Dialogue | |ConceptNet; | (b) Node Encoder ) | (c) Graph Encoder ) |

1] word representatlory




| Node Encoder

* The role of node encoder 1s to give each node v; € V an nitial

representation.

No ’ ' n = ;I
. (b) Node Encoder \ vi,n | ] /




| Graph Encoder

* Graph encoder 1s used to digest the structural information and get updated
node representations. We employ Heterogeneous Graph Transformer (Hu et

al., 2020) as our graph encoder.
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| Graph Layer
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| Pointer Decoder

* We employ a LSTM with attention and copy mechanism to

generate summaries.

J

Summary
(| Attention && Copy ‘\
| | Mechanism |
. (d) Pointer Decoder

4

- [30 = Average(zvieazne[l,lvi”hvi,n)]
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| Training

* We minimize the negative log-likelihood of the target words

sequence.

Y™
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Experiments



| Datasets

* SAMSum 1s a human generated dialogue summary dataset, which
contains dialogues in various scenes of the real-life.

* Argumentative Dialogue Summary Corpus (ADSC) 1s mainly

around debate topics.

Dataset  Split #

Coverage Average Know

Train 14732
SAMSum Valid 818
Test 819

19.60
18.23
19.77

94.43%
95.72%
93.89%

ADSC  Full 45

100%
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| Automatic Evaluation

Model RL | R1 R2 RL
LONGEST-3 X X | 3246 1027 29.92

Extractive | TextRank X X | 2927 8.02 28.78

SummaRunner X X | 3376 10.28 28.69

Transformer X X | 36.62 11.18 33.06

Abstractive | PGN_ Xl ox | x| x 14008 1528 3663

| HRED X X | 4039 1613 37.65

effectiveness Abs RL X v | 4096 17.18 39.05
) b AbsRL Enhance | X v/ | 4195 1806 39.23

Ol grap D-GCN v X | 4133 1698 3870 |

modeling D-GAT v X 4108 1689 3861
D-RGCN v/ X | 4136 1707 3893

| D-HGN | . oo | x | x | 4203 18.07 3956

Table 2: Test set results on the SAMSum Dataset, where “R-1" is short for “ROUGE-1", “R-2” for
“ROUGE-2”, “R-L” for “ROUGE-L". “Know.”, “Heter.”, “Utter.” and “RL” indicate whether knowledge,
heterogeneity modeling, utterance-level extraction labels and reinforcement learning are used or not.

effectiveness of
heterogeneity
modeling
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| Human Evaluation

* Compared with D-HGN, D-HGN(w/o knowledge) gets a lower score in abstractiveness,
which indicates knowledge incorporation can help our model express deeper meanings.

* D-HGN(w/o speaker) performs worse than D-HGN in correctness, which shows
effectiveness of heterogeneity modeling by viewing speakers as heterogeneous data.

* AbsRL Enhance performs worst in correctness, which may due to the utterances
extraction will break the coherence of dialogue contexts.

Model Abstractiveness Informativeness Correctness

PGN 2.70 2.68 2.49

AbsRL Enhance 2.94 3.23 243

D-HGN 3.26 3.25 2.92
w/0 knowledge 3.09 3.16 2.80

| w/o speaker 3.23 321 260

Table 3: Human evaluation results.



| Ablation Study

—————————————————————————————————

w/o node embedding 41.99 17.85

D-HGN 42.03 18.07 39.56 ' information(w/o node embedding) E
w/o message fusion 41.29 17.09 38.74 . or message fusion module(w/o

Table 4: Ablation Study for Two Modules

i without knowledge integration E
. (w/o knowledge), the model |
E suffers the performance drop i

38.89 message fusion) into account, our

' model will lose some performance.

Model ROUGE-1 ROUGE-2 ROUGE-L
D-HGN 42.03 18.07 39.56
w/o knowledge 41.52 17.38 38.76
w/o speaker 41.06 17.17 38.92

Table 5: Ablation Study for Different Types of Nodes
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| Zero-shot Setting

Model ROUGE-1 ROUGE-2 ROUGE-L
PGN 28.69 4.77 22.39
AbsRL Enhance 30.00 4.87 22.27

' D-GAT 3290 546 2247 |

Table 6: ROUGE F7 results on the Argumentative Dialogue Summary\Corpus.

The homogeneous model D-GAT

that uses knowledge can get The D-HGN gets the best score.

better results than other baselines.

Knowledge can help our models better
understand the dialogue in the new domain.
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| Visualization

* We apply t-SNE to these vectors.

* D-HGN can generate more discrete and easily distinguishable
representations.

* D-GAT also tends to separate representations of different types of nodes

‘® Speaker

| Utterance
‘® Knowledge

D-GAT

Figure 5: Visualization of node representations generated by the last graph layer of D-HGN and D-GAT.
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| Case Study

J Hey, don't forget about Tom's bday pa
J Twon't! What time should I show up?)

4Around 5 pm. He's supposed to be back home at 5:30, so we'll |~

J You're such a great boyfriend. He will be so happg}/

=)

have enough time to prep things up.

everything. Gary has already paid for the cake Lara will pick it.

- So I'll just pick up the cake and get the balloons... _ people |
@ J Thanks, you're so helpful. I've already paid for the cake. v @;
PGN Gary and Lara will meet at 5 pm for Tom's bday party.

E?llljlsal:lIcJe Gary and Lara are supposed to be back Tom's home at 5 pm for his bday party.

D-HGN | Gary and Lara are going to Tom's birthday party at 5 pm. Lara will pick up the cake.

Colden It’s Tom's birthday. Lara and Gary will come to Tom's place about 5 pm to prepare

Figure 6: Example summaries generated by different models for one dialogue.
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Conclusion



| Conclusion

* We are the first to improve abstractive dialogue summarization by
incorporating commonsense knowledge.

* We introduce knowledge from the ConceptNet and present a Dialogue
Heterogeneous Graph Network.

* Experiments on the SAMSum dataset show the effectiveness of our
model. Zero-shot setting experiments show that our model can better
generalized to the new domain.
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