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Emotional Chatting Machine

Challenge
• Emotion-labeled data are difficult to obtain in a large-scale corpus.
• Balance grammaticality and expressions of emotions.
• Existing methods cannot produce desirable emotional responses but 

just hard-to-perceive general expressions.

Example:



Importance



Task Definition
Encoder-Decoder Framework:

Emotional Chatting Machine(ECM):

emotion category

{Angry, Disgust, Happy, Like, Sad, Other}



Overview

1. First, since the emotion category is a high-level abstraction of an emotion 
expression, ECM embeds the emotion category and feeds the emotion category 
embedding to the decoder. 

2. Second, we assume that during decoding, there is an internal emotion state, and 
in order to capture the implicit change of the state and to balance the weights 
between the grammar state and the emotion state dynamically, ECM adopts an 
internal memory module. 

3. Third, an explicit expression of an emotion is modeled through an explicit 
selection of a generic (non-emotion) or emotion word by an external memory 
module.



Emotion Category Embedding
1. Each emotion category is represented by a real-valued, low dimensional 

vector

2. For each emotion category e, we randomly initialize the vector of an 

emotion category ve

3. learn the vectors of the emotion category through training

4. Note that：static the emotion category embedding will not change 

during the generation process which may sacrifice grammatical 

correctness of sentences



Internal Memory
• Psychological（emotional responses）

• Relatively short lived
• Involve changes 
• Dynamic emotion situation

• Goal: capture the emotion dynamics during decoding
• Process:

• Init internal emotion state for each category
• At each step the emotion state decays by a certain amount
• The emotion state should decay to zero indicating the emotion is 

completely expressed when decoding finished



Internal Memory

Read gate

Write gate

read from and write 
into the internal 
memory, respectively

Init at first step
Information of internal state



External Memory
• Motivation

• Emotion expressions are quite distinct with emotion words
• Goal

• Model emotion expressions explicitly by assigning different 
generation probabilities to emotion words and generic words

• Choose to generate words from an emotion vocabulary a generic
vocabulary.

• final distribution P(yt) is a concatenation of two distributions.



Conclusion



Thanks!


