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Meeting Summarization
• Distill	the	most	important	information	from	a	meeting (content	selection)

• General	abstract,	decisions,	actions,	problems,	task	......

• Convert	them	into	a	short	textual	passage	(surface	realization)
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Background

3A Survey on Dialogue Summarization: Recent Advances and New Frontiers Xiachong Feng , Xiaocheng Feng , Bing Qin



Problems
• Sequential	text	modeling	is	inadequate.

• hinder	the	exploration	of	inherently	rich	interactive	relations	between	utterances.
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Dataset Domain Train Valid Test

CNNDM News 287227	 13368 11490

AMI Meeting 97 20 20

ICSI Meeting 53 25 6

• Lack	of	sufficient	training	data.
• hinders	the	ability	of	data-hungry	neural	models.



Solution
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Dialogue Discourse

Dialogue	Discourse-Aware	Meeting	Summarizer
DDAMS

Dialogue	Discourse-Aware	Data	Augmentation
DDADA



Dialogue Discourse-Aware Meeting 
Summarizer
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Meeting	graph	construction	

Gives	each	type	of	vertex	
an	initial	representation

Performs	convolutional	
computation	over	the	meeting	graph

Generate	the	summary



Meeting Graph Construction 
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• SOTA	dialogue	discourse	
parser

• 16	discourse	relations
• Levi	graph	transformation

• Reverse edges• Global	edges and Self edges



Graph2Seq Framework
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Training	Objective



Dialogue Discourse-Aware Data 
Augmentation
• Motivation
• a	question often	sparks	a	discussion and	contains	salient	terms	or	
concepts	expressed	in	the	discussion.
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Experiments
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• Datasets:
• AMI and ICSI

• Dialogue Discourse Parser
• Deep Sequential

• Evaluation
• ROUGE



Relation Distribution Statistics
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Automatic Evaluation
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Datasets
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Human Evaluation
• DDAMS+DDADA	achieves	higher	scores	in	both	relevance	and	
informativeness.

• Ground	truth	obtains	the	highest	scores	compare	with	generated	
summaries	indicating	the	challenge	of	this	task.
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Analyses
• Effect	of	the	number	of	dialogue	discourse.

• Effect	of	the	quality	of	dialogue	discourse.
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Analyses
• Effect	of	the	type	of	dialogue	discourse.
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Analyses
• Effect	of	the	type	of	dialogue	discourse.
• filter	out	𝑁 useless	relations.
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Analyses
• Effect	of	meeting	graph
• taking	the	type	of	vertices	into	consideration,	our	model	DDAMS	can	get	
better	results.
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Analyses
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• Effect	of	attention	mechanisms.



Analyses
• Effect	of	pseudo-summarization	data.
• pretraining	on	pseudo-summarization	data	constructed	based	on	RBDA	
still	achieves	a	better	result,	which	indicates	the	rationality	of	our	
pretraining	strategy.

19



Case Study
• Utterance	1	and	3	are	both	related	to	two	utterances,	which	make	them	the	
core	nodes	of	our	graph.

20



Conclusion

• We	make	the	first	attempt	to	successfully	explore	dialogue	

discourse	to	model	the	utterances	interactions	for	meeting	

summarization.

• We	devise	a	dialogue	discourse-aware	data	augmentation	strategy	

to	alleviate	the	data	insufficiency	problem.

• Extensive	experiments	show	that	our	model	achieves	SOTA	

performance.
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Thanks~


