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Task

• Neural Dialogue Generation

What are your hobbies? I love to cook

Reading is my favorite hobbyresponse

context



Problem

• Maximum Likelihood Estimation (MLE) Objective
• relatively high frequencies in conversational datasets

I don’t know

Safe but Dull and Vacuous



Motivation

• Humans not only learn from the positive signals but also benefit from 
correcting behaviors of undesirable actions.

Positive Negative



Method

• Contrastive Learning
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• Contrastive Learning
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Method

• Contrastive Learning
pretrained	baseline	model



Problem

• multi-mapping relations

context response

one-to-many many-to-one



Problem

• Single pair contrastive learning

context

Maybe	another	good	one



Method

• Contrastive Dual Sampling



Method

• Group-wise Contrastive Learning



Method

• Weighted Group-wise Contrastive Learning



Experiments
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Results

• Human Evaluation
• fluency, informativeness, coherence and engagingness.
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Conclusion

• Introduce contrastive learning to dialogue generation.
• Dual Sampling and Weighted Group-wise contrastive learning.
• Extensive Experiments and Good Results.


