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Language Model as an Annotator: Exploring DialoGPT for Dialogue Summarization
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•Dialogue Summarization
•Generate a succinct summary while retaining 
essential information of the dialogue.

• Previous Works
•Previous models usually encode the dialogue 
with additional semantic features.

• Problems
• Additional features are obtained via open-
domain toolkits or relied on human annotations.

•Our Solution
• View the pre-trained DialoGPT as an 
unsupervised dialogue annotator to label three 
features.
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• We investigate to use DialoGPT as unsupervised 
annotators including keywords extraction, 
redundancy detection and topic segmentation. 

• Experimental results show that our method 
consistently obtains improvements upon pre-
traind summarizer (BART) and non pre-trained 
summarizer (PGN) on both AMI and SAMSum. 

• Our summarizer can achieve new state-of-the-art 
performance on the SAMSum dataset.


