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•Meeting Summarization
•Distill the most important information from a recorded meeting into a short textual passage.

• Problems
•Sequential text modeling: hinder the exploration of rich interactive relations between utterances.
•Lack of sufficient training data: hinder the ability of data-hungry neural models.

• Solution: dialogue discourse
•Dialogue Discourse-Aware Meeting Summarizer: model utterances and discourse in a graph interaction manner.
•Dialogue Discourse-Aware Data Augmentation: construct a pseudo-summarization corpus based on QA discourse.

Automatic Evaluation

• We make the first attempt to successfully explore dialogue discourse to 
model the utterances interactions for meeting summarization;

• We devise a dialogue discourse-aware data augmentation strategy to 
alleviate the data insufficiency problem; 

• Extensive experiments show that our model achieves SOTA performance.
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