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Introduction



Text Summarization

• Condense the input document into a concise version.
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Task Classification
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Single-Doc Multi-Doc Multi-modalSingle-modal

Mono-lingual Cross-lingual News Patent paper Dialogue



Cross-lingual Summarization

• Cross-lingual summarization aims at summarizing a document in one language 
(e.g., Chinese) into another language (e.g., English).
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Source Language
Document

(e.g. Chinese)

Target Language
Summary

(e.g. English)

summarization

TMZ体育记者称，詹姆斯今天接受了三次新
冠检测，第一次检测呈阳性，随后他进行
了第二次检测，但结果是阴性，在第三次
决定性的检测中，詹姆斯的检测结果依然
是阳性。消息源透露，詹姆斯无症状，球
队已经为他定了私人飞机，飞回洛杉矶。

LeBron James took 3 COVID tests, 
Test 1 and 3 were positive.
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Datasets



Zh2EnSum && En2ZhSum

• Original English Mono-lingual datasets: MSMO + CNNDM

• Original Chinese Mono-lingual datasets: LCSTS
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MSMO: Multimodal Summarization with Multimodal Output
LCSTS: A Large Scale Chinese Short Text Summarization Dataset

MSMO

News

CNNDM

LCSTS



Zh2EnSum && En2ZhSum

• Round-trip Translation

8NCLS: Neural Cross-Lingual Summarization EMNLP 2019



Zh2EnSum && En2ZhSum

• Original English : MSMO + CNNDM

• Original Chinese: LCSTS

• Quality Control:

• Round-trip Translation

9NCLS: Neural Cross-Lingual Summarization EMNLP 2019



Wikipidia
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Chinese Lead Section

English Lead Section

Chinese Content
...

English Content
....



XWikis

• Twelve language pairs and 
directions for four European 
languages, namely Czech, English, 
French and German

• Take 7,000 titles in the 
intersection across all language 
sets. (XWikis-comparable)

11Models and Datasets for Cross-Lingual Summarisation EMNLP 2021



MassiveSumm

• A large-scale multilingual 
summarization dataset 
containing articles in 92 
languages, spread across 
28.8 million articles

• Manual select news 
platform à automatic 
collection (archive.org)à
quality control

• Use the summaries 
provided in the HTML 
metadata.

12MassiveSumm: a very large-scale, very multilingual, newswire summarisation dataset EMNLP 2021
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Methods



Pipeline Systems
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Summarizer TranslatorDocument Summary A Summary B

① Summarize-then-Translate

② Translated-then-Summarize

Translator SummarizerDocument A Document B Summary B



Mixed-Lingual Pre-training

15Mixed-Lingual Pre-training for Cross-lingual Summarization AACL 2021



Multi-task Learning: MS+MT

• CLS+MS
• the reference in each of CLS datasets 

has a bilingual version.

• CLS+MT
• optimizes each task for a fixed 

number of mini-batches before 
switching to the next task

16NCLS: Neural Cross-Lingual Summarization EMNLP 2019



Multi-task Learning: +Monolingual Summarization

• Employing one unified decoder to generate the 
sequential concatenation of monolingual and 
cross-lingual summaries

• Making the monolingual task a prerequisite for 
the cross-lingual task through modeling 
interactions.

17Cross-Lingual Abstractive Summarization with Limited Parallel Resources ACL 2020



Multi-task Learning: +Machine Translation

• Task: Cross-Lingual Summarization with Compression Rate (CSC), regard MT task as a special CLS 

task with the compression rate of 100%.

• To bridge these two tasks smoothly, we propose a simple yet effective data augmentation method 

to produce document-summary pairs with different compression rates.

18Bridging the Gap: Cross-Lingual Summarization with Compression Rate
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Evaluation



Traditional ROUGE: ROUGE-1 For Example

20ROUGE: A Package for Automatic Evaluation of Summaries https://towardsdatascience.com/the-ultimate-performance-metric-in-nlp-111df6c64460

https://towardsdatascience.com/the-ultimate-performance-metric-in-nlp-111df6c64460


① Multilingual ROUGE

21https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring

https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring

https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring


② Multilingual ROUGE

22https://github.com/dqwang122/MLROUGE

https://github.com/dqwang122/MLROUGE
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Conclusion



Conclusion

• Cross-lingual summarization gains lots of research attentions recent 
days.
• Machine translation is an important related task, which needs to be 

explored more.
• Rather than single document cross-lingual summarization, multi-

document cross-lingual summarization is also valuable.

24



Thanks~


