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Human-AI Society
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As artificial intelligence, represented by large language models (LLMs), 
gradually integrates into society, it is crucial to carefully evaluate the 
Social Intelligence of these models.



Social Intelligence

#3Social Intelligence Data Infrastructure: Structuring the Present and Navigating the Future, ACL 2024 Findings

Situational
Intelligence

Behavioral
Intelligence

Cognitive
Intelligence

Game
Theory

Cognitive Intelligence
Ability to understand others’ intents, 

beliefs and emotions

Situational Intelligence
Ability to understand the social 

environment

Behavioral Intelligence
Ability to behave and interact
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Unified View: Strategic Reasoning
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Strategic 
Reasoning

LLM as a Mastermind: A Survey of Strategic Reasoning with Large Language Models

Strategic reasoning involves reasonably
choosing the best strategy of action in a
multi-agent setting, considering how
others will likely act and how one’s own
decisions will influence their choices.

Game theory has become a
crucial theoretical framework
for evaluating the Strategic
Reasoning Ability of LLMs.
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Benchmark: 𝜸-Bench
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𝜸-Bench, including eight classical 
multi-agent games.
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Benchmark: GTBench

#9GTBench: Uncovering the Strategic Reasoning Limitations of LLMs via Game-Theoretic Evaluations

GTBench, including ten multi-agent games.



Benchmark: Economics Arena
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Benchmark: Auction Arena

#11

(A) Open Ascending-Price Auction
(1) Example of an (updated) belief

Budget Profit Winning Bids

Bidder 1 US$2000 US$2000 $8000 for Item3
Bidder 2 US$7000 US$1000 $1800 for Item1,

$1200 for Item2

Me US$10000 US$0 None

(2) Example of an (updated) plan
Given the current status, my remaining
budget is $10000. Bidder 1 has outbid me on
“Item 3", which significantly changes my
priority for the remaining items. Now,
“Item 6" is the top priority as it holds
the most value and potential profit, and I 
have enough budget to bid on it.
For the remaining items, “Item 4”, “Item

5", the priority should be increased to 2.
These items have the same estimated value
and starting price, and winning any of them
would contribute positively to my profit.
However, I should only bid on these items 
if I can secure “Item 6" with a good margin 
or if I fail to secure “Item 6”.
Here's my updated priority list: {…}

N
ext

Item 3 Item 4 Item 5 Item 6
1 1 2

Item 4 Item 5 Item 6

(3) Priority score list for remaining items
2 0 0 1

(B) Bidder Agent Design

Step 2: 
Bidding

BiddingWar

Action (Bid)
● Place a bid
● Withdraw

Environment (Auction)

…

Step 1: 
Planning

Belief
1. Profit so far
2. Winning bids
3. Budget left

Intention (Plan)
1. Priority scores for 

remaining items
2. Strategy

Desire (Objective) 
Maximize profit 
Maximize items
…

(C) Examples

Put Your Money Where Your Mouth Is: Evaluating Strategic Planning and Execution of LLM Agents in an Auction Arena

I bid $8000!

Item 3 starts at
$5000. Any takers?

I’m out! I bid $5500!

Bidder 1
Item 6
Item 5
Item 4
Item 3

Item List Bidder 2 Bidder 3

I’ve earned $2000.

Item 6
Item 5
Item 4
Item 3

Item 6
Item 5
Item 4

Auctioneer

Sold, to Bidder 1!
The true value of
Item 3 is $10000.

… …

(updated)

We have $8000 
from Bidder 1. Any 

advance on that?

I’m out!

Updated Belief

Step 4: Replanning

Updated PlanStep 3: Belief Update

After the item is sold

Objective



Contextual Framing

#12Strategic Behavior of Large Language Models: Game Structure vs. Contextual Framing
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Delight

Game Structure

Contextual Framing

GPT-3.5: Highly sensitive to contextual framing, showing significantly different strategy choices in different situations. 

GPT-4: Displays a certain degree of contextual sensitivity but primarily relies on game structure for decision-making. 

LLaMa-2: Exhibits a more nuanced understanding under the influence of contextual framing, better incorporating 
contextual factors into strategic decision-making and showing strong adaptability to different situations.

Contextual framing can affect the strategic reasoning capabilities 
of large language models (LLMs).
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Game Structure and Contextual Framing
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Diverse game scenarios
Diverse action spaces

Diverse evaluation methods

Imperfect-information General-sum game

Development
Battle
Diplomacy



Preference Following
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ØModels using cooperative prompts exhibited high levels of cooperation
ØModels with competitive prompts generally exhibited low cooperation tendencies
ØModels using altruistic prompts showed higher tendencies to cooperate and donate
ØModels with self-interested prompts displayed low cooperation tendencies

The Machine Psychology of Cooperation: Can GPT models operationalise prompts for altruism, cooperation, competitiveness and selfishness in economic games?
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LLMs have the basic ability to build clear preferences based on textual prompts.



Preference Following

#15Can Large Language Models Serve as Rational Players in Game Theory? A Systematic Analysis

Can LLMs Build A Clear Preference?

Equality (EQ)

Confusion of 
numbers

($300 < $500)

Confusion of
preferences
(AL or CI)

GPT-4: … we see that option X gives the other player 500
dollars while option Y gives him 300 dollars. Therefore, to
maximize the other player‘s income, we should choose option X.

GPT-3.5: … option Y leads to a higher total income of 700
dollars. Therefore, in order to maximize another player‘s income,
my final option would be Y.

GPT-3: By choosing option Y, you will be giving another player
an income of 300 dollars which is higher than the 500 dollars
they would receive if you chose option X.

Option X (AL)
($100, $500)

Option Y (CI)
($400, $300)vs

AL

AL

AL

LLMs struggle to build desires from uncommon preferences. 
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Self-Interest (SI) Altruism (AL)
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Can LLMs Refine Belief?

Currently, the ability of LLMs to refine belief is still immature and cannot refine 
belief from many specific patterns (even if simple).

Can Large Language Models Serve as Rational Players in Game Theory? A Systematic Analysis



Belief Update
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Can LLMs Refine Belief?

Playing repeated games with Large Language Models

Prisoner’s Dilemma Battle of the Sexes



Reasoning
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Implicit Belief Explicit Belief

Given
Belief

GPT-3.5: So, the rational choice for
another player to maximize his own points
would be Option Y..

Belief

!(#!|%)

GPT-3.5: Option U gives me the chance to
win 40 points. … the most rational choice
for me is to choose Option U.

Action

!(#"|#!, %)

GPT-4: So, in summary, considering only
their own point gain, the other player
would choose Option Y.

Belief

!(#!|%)

GPT-4: … considering the possibility that
the other player might switch to Option X,
your best choice is Option U …

Action

!(#"|#!, %)

Can Large Language Models Serve as Rational Players in Game Theory? A Systematic Analysis

Can LLMs Reason based on Belief?



Reasoning

#19Playing repeated games with Large Language Models

LLMs do not have the ability to autonomously follow human behavior in the game process. As a result, it is 
necessary to explicitly decouple human behavior for LLMs in game theory. However, even in the explicit 

game process, LLMs still appear to overlook / modify the refined belief. One possible solution is to 
transform the refined belief into the given belief in the dialogue.



Reasoning : Theory-of-Mind

#20Suspicion Agent: Playing Imperfect Information Games with Theory of Mind Aware GPT-4
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From my perspective, please infer several beliefs about
the opponent’s game pattern/preference for each round
when holding different cards and the public card (if have).

First-Order ToM Modelling

Second-Order ToM Modelling

From my perspective, please infer under what 
circumstances is the opponent likely to be influenced by 
my actions? Additionally, in what situations would the 
opponent make decisions based solely on their own hand?  
From the perspective of the opponent (he cannot observe 
my card but only action), please infer several beliefs about 
my game pattern/preference when holding different cards.

The theory of mind (ToM) can enhance GPT’s performance in imperfect information games.



Neural Theory-of-Mind
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Minding Language Models' 
(Lack of) Theory of Mind: A 
Plug-and-Play Multi-Character 
Belief Tracker
Yejin Choi

Neural Theory-of-Mind? On 
the Limits of Social 
Intelligence in Large LMs
Yejin Choi

Clever Hans or Neural Theory of 
Mind? Stress Testing Social 
Reasoning in Large Language 
Models
Yejin Choi

FANTOM: A Benchmark for 
Stress-testing Machine Theory of 
Mind in Interactions
Yejin Choi

Jan 1, 2023 Apr 3, 2023 May 24, 2023

Oct 31, 2023

ToMBENCH: Benchmarking 
Theory of Mind in Large 
Language Models
Tsinghua University

OpenToM: A Comprehensive 
Benchmark for Evaluating Theory-of-
Mind Reasoning Capabilities of Large 
Language Models
King’s College London
Huawei London Research Centre
The Alan Turing Institute

Feb 23, 2024 Oct 25, 2023Feb 14, 2024

Longer and clearer narrative
Explicit personality traits

HI-TOM: A Benchmark for Evaluating 
Higher-Order Theory of Mind 
Reasoning in Large Language Models
University of Michigan
Westlake University

Higher-Order ToM8 tasks and 31 abilities in 
social cognition

“Static” Text
• reporting bias
• Lack of communicative 

intent and alternatives.
• Centering theory.

Theory of Mind for Multi-Agent 
Collaboration via Large Language 
Models
University of Pittsburgh
Carnegie Mellon University, Pittsburgh

Oct 22, 2023

Evidence of emergent collaborative 
behaviors and high-order Theory of 
Mind capabilities among LLM-based 
agents.

Interactions
Our results indicate that this 
capacity has not yet emerged in 
any manner.
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Future Direction
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Unified Framework Unified Metrics Massive Experiments

Complex Scenarios Practical ApplicationsCapability Enhancement



Takeaway
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Ø Behavioral science for machines is of vital importance. 
Ø Existing research utilizes game theory as a theoretical framework to 

investigate the strategic reasoning capabilities of large language models 
(LLMs). 

Ø Preliminary experimental results indicate that while current LLMs possess 
some strategic reasoning abilities, these capabilities are not consistently 
stable.

Ø AI researchers and social science researchers need to communicate more 
frequently to enhance the depth of their research, including AI for Social 
Science and Social Science of AI.
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