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Background

By \ SCAN 2]

Paragraph A, Return to Olympus:

L] Return 10 Olympus s the only album by the alterna
nve rock band Malfunkshun (2] It was released after
the band had broken up and after lead singer Andrew
Wood (later of Mother Love Bonel had died of ¢ drug
overdose i 1990, | 3] Stone Gossard, of Pearl Jam, had
compled the songs and released the album on his label,
Loosegroove Records
Paragraph B, Mother Love Bone:

18] Mother Love Bone was an American rock band thar
formed »n Seartle, Washingion e 1987 |5 The band
was active from 1987 w 1990 6] Fromman Andrew
Woand s personalizy and compositions helped o casapuails
the group o the top of the burgeoning late [980s/eariy
19905 Seattle music seene. | 7] Wood died only days be
fore the scheduled release of the band’s debut albwon,
“Appile . thus ending the group’s hopes of success. |5]
The album was finally released a few months later

Q: What was the former band of the member of Mother
Love Bone who died just before the release of “"Apple™
A: Malfunkshun

Supporting facts: | O

BEZSEIEE_ _ _ 1 XHBEIXRMR (BHREEL)

Kungliga Hovkapellet

Kunghliga Hovhapelicr (The Royal Cowrr Orc hestra) s a
Swedish orchestra, ongmally part of the Roya! Cowrs m Sweden's
capital Stockholm The orchestra ongmally consisted of both
music tans and smgers It had only male members unnul /727,
when Sopina Schroder and Judith Foscher were cmployed as
vocahsts, m the /850x, the harpast Marie / wing Ahman became
the first female mstrumentalist 4 From /737, public concerts
were performed at Riddarhuset m Stoghhoim Smce /773,
when the Roval Swedish Opera was founded by Gusiay 1T of
| Sweden, the Kungliga Hovhkapeller has been part of the opera’s
company

Subject: Aungliva Hovhapeller, Royal Court Orchestra

Object: Royal Swedish Opera
Relation: past of Supporting Fyvidence: -~

Subject:  Ruddarhuser
Object: Sweden
Relation: count sy Supporting Evidence: |4

[ R |

otpotQA: A Dataset for Diverse, Explainable Multi-hop Question Answering tMNLP 20145

1] Zhihin Ye
RED: A Large-Scale Document-Level Relation Extraction Dataset. ACL 2019
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Question Answering

Sentence having the right answer

'context': 'Beyoncé Giselle
n September 4, 1981) is an erican singer, songwriter, record
d actress. Born and rais in Houston, Texas, she performed in
ging and dancing competitions as a child,and rose to fame in tl
S as lead singer of R&B girl-group Destiny\'s Child. Managed b
, Mathew Knowles, the group became one of the world\'s best-se
roups of all time. Their hiatus saw the release of Beyoncé\'s

Dangerously in Love (2003), which established her as a solo ar
de, earned five Grammy Awards and featured the Billboard Hot 1

e singles "Crazy in Love" and "Baby Boy".',
'text': 'in the late 1990s’
'question': 'When did Beyonce start becoming popular?'

nowles-Carter (/bi:'jonser/ bee-YON-say) (bor

producer an
various sin
he late 1990
y her father
L. 1ing girl §
jebut album,
cist worldwi
D0 number-on

—p| Exact Answer




Question Answering

* Question Answering
* Knowledge-based (KBQA)
e Text-based (TBQA)
* Mixed
* Others

 KBQA : supporting information is from structured
knowledge bases (KBs)

* TBQA : supporting information is raw text
* SQUAD
* HotpotQA



Multi-Hop QA

and their respective film adaptations ...

Net Force Explorers is a Series of young adult novels created by
‘ and as a spin-off of the military fiction

', series ..

---------------------------------------------------------------------

Question: What fictional character created by _ was
turned into a film in 20027




Challenge

1. Filtering out noises from multiple paragraphs and
extracting useful information.

2. Previous work on multi-hop QA aggregates
document information to an entity graph, and
answers are then directly selected on entities of
the entity graph. However, in a more realistic
setting, the answers may even not reside in
entities of the extracted entity graph.

— Entity Graph

Document




Motivation

Human’s step-by-step reasoning behavior

1.
2.

One starts from an entity of interest in the query

Focuses on the words surrounding the start
entities.

Connects to some related entity either found in
the neighborhood or linked by the same surface
mention.

Repeats the step to form a reasoning chain.

Lands on some entity or snippets likely to be the
answetr.



Model

Input Paragraph Graph
Documents Selector Constructor
pi Cl Context Entity
Query Graph
T Encoder
BERT | |Bi-attention
multi-hop Fusion Block —
Y
LSTM Prediction Layer
Supporting Answer Answer
Sentences Span Type

* Dynamically Fused Graph Network

e Fusion block for multi-hop
reasoning

* Final prediction layer



Paragraph Selection

e 1 question 2 N, paragraphs

* Model: Pre-trained BERT followed by a sentence
classification layer with sigmoid prediction ( > 0.1)

* Label: least one supporting sentence

Paragraph A, Return to Olympus:
[1] Return to Olympus is the only album by the alterna-
tive rock band Malfunkshun. [2] It was released after

the band had broken up and after lead singer Andrew
Wood (later of Mother Love Bone) had died of a drug Input Paragraph l Graph
overdose in 1990. [3] Stone Gossard, of Pearl Jam, had Documents Selector I Constructor

compiled the songs and released the album on his label,
Loosegroove Records.

Paragraph B, Mother Love Bone:

[4] Mother Love Bone was an American rock band that
formed in Seattle, Washington in 1987. [5] The band
was active from 1987 to 1990. [6] Frontman Andrew
Wood’s personality and compositions helped to catapult
the group to the top of the burgeoning late 1980s/early
1990s Seattle music scene. [7] Wood died only days be-
fore the scheduled release of the band’s debut album,
“Apple”, thus ending the group’s hopes of success. [8]
The album was finally released a few months later.

Q: What was the former band of the member of Mother
Love Bone who died just before the release of “Apple”?

I.A= Malfupkshuld) e e
Supporting facts: 1,2,4,6,7 |

Input

Query

et |

I.__*__

Cl Context

\T‘\

Encoder

Entity
Graph

BERT Bi-attention

concatenated together as the context C



Paragraph

Documen

: : ==
Constructing Entity Graph "'«

Encoder

| BERT | |Bi-attention|

* Nodes: NER(Person, Organization, and Location)'
* Edge

1. For every pair of entities appear in the same sentence
in C

2. For every pair of entities with the same mention text
in C

3. Between a central entity node and other entities
within the same paragraph

Input Paragraphs:

The Sum of All Fears is a beX-selling ¢i Lt /
i was the fourth of Clancy's JagkKRVan ufned into a film 2\ ! v

+  Dr. John Patrick Jack Ryan on:); Ph.D. is a fictional

OINT P all it Jalh Rydl misiyp ' ',.‘ / l.".
i character created by appears in many of his novels |
+ and their respective film adaptations ... ! ‘ Il w

: ~ Net Force Explorers is a deries of young adult novels created by
and as a spin-off of the military fiction



Model

* Dynamically Fused Graph Network

r | | | I
I Input Paragraph Graph [
Documents Selector I Constructor !
e ‘ [ [
Q QI:npelll'y - C Context I I
Encoder
BERT | [Bi-attention
multi-hop Fusion Block

Y
LSTM Prediction Layer

Supporting z’\nswcr /\nsw er
Sentences Span Type




Encoding Query and Context

* Concatenate the query Q with the context C

* Pass the resulting sequence to a pre-trained BERT
model

* The representations are further passed through a
bi-attention layer

Graph

Input Paragraph
Documents Selector Constructor
C

Q Input Context Entity
Query Graph
\/E Encoder
BERT | |Bi-attention

Qo € Rixd2  Cy € RMx




Reasoning with the Fusion Block

Input Paragraph Graph
Documents Selector Constructor

Y

Q g:f::t} C Context %

Encoder

BERT | |Bi-attention

CoERMXdz ——

multi-hop

——— e mm e mm e el e = = -

LSTM Prediction Layer

Supporting Answer Answer
Sentences Span Type

l
Fusion Block !
I
[




Reasoning with the Fusion Block

|

é Doc2Graph I I Graph2Doc ]
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Doc2Graph GNN Graph2Doc

. Passing information from tokens to entities by computing entity
embeddings from tokens (Doc2Graph flow);

. Propagating information on entity graph; (GNN)

. Passing information from entity graph to document tokens since the final
prediction is on tokens (Graph2Doc flow).



Document to Graph Flow

Context
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Dynamic Graph Attention

— Doc2Graph
[
g : Soft Mask
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) . P
Context |CJ| . :
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Dynamic Graph Attention

Dynamic Graph
Attention
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Dynamic Graph Attention

P Doc2Graph
D ————————— —
CIt- Dynamic Graph l
C]._ Attention [
=} |

Contex g _: q(t—l) = MeanPooling(Q(t_l))
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Dynamic Graph Attention

Dynamic Qraph GAT
o Attention hgt) _ Utéz(t—l) + by
e B = LeakyReLU(W, [0{”, h{"))
NO exp(6;)
o > exp(B7))
ef’) = ReLU( Y o{'nl")
Entity Graph G 7o

set of neighbors of entity i



Updating Query

* In order to predict the expected start entities for the next step

—— Doc2Graph Graph2Doc %
N =
-] | O [
T — )
Context || . '- 8 +1E3 context
c, |3} - . | B3] ¢
] | :]
i | —_ O o -
J Entity Entity Graph G Entity | =
Ey.4 t
= “weabos [~ — —=—===p~—=—=7 -
| > Query Update I
l - 00000 B :
I Qgery %} O O OOO ) QueryI
I LA 0000 : Q|
| = 09000 = I
. - - . BbiAtenton [

QWY = Bi-Attention(Q(t_l), E(t))



Graph to Document Flow

_______ [
o Doc2Graph [ Graph2Doc ,_L |
G_> M Sati s Dynamic Graph I gl I
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Q. [ Q0000 : |
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* The previous token embeddings in Ct-1 are concatenated with the associated entity
embedding corresponding to the token.
« ; refers to concatenation



Y
LSTM Prediction Layer

Supporting Answer Answer
Sentences Span Type

Prediction

—»[ Linear ]—> Yes/no/span

[ RNN

A

—*[ Linear )—» End token
concat Osup = ]:'O C(t))

(

( RNN J | ([c®, Osup))

_’[ Linear ]——»Start token O L fQ ( C(t) , OSUP) Ostart])
(

concat
RSN Otype = F3 :C(t)’OSUP’Oend])

4

concat [¢ L R P T T R ,
——| RNN p—— 0n1

. (is supporting facts?) E
[ Self- A ttention ] ~ , o
7 : Strong supervision ,

___________________

E = LStCL’T‘t -+ Lend + )\sﬁsup + )\t»ctype

HOTPOTQA: A Dataset for Diverse, Explainable Multi-hop Question Answering



Weak Supervision

e Soft masks at each fusion block to match the
heuristic masks.

* Heuristic masks
 Start mask detected from the query

* Additional BFS masks obtained by applying
breadth first search (BFS) on the adjacent
matrices give the start mask

* A binary cross entropy loss between the predicted
soft masks and the heuristics is then added to the
objective.



Experiments

* Distractor setting

* a question-answering system reads 10
paragraphs to provide an answer (Ans) to a
guestion.

* Fullwiki Setting

* a question-answering system must find the
answer to a question in the scope of the entire
Wikipedia.

https://hotpotqa.github.io/



Main Results

Answer Sup Fact Joint
Model EM FI _EM FI __EM  FI
Baseline Model 45.60 59.02 20.32 6449 10.83 40.16

ASNet* 56.01 6990 4230 80.56 26.86 58.13
DFGN (Ours)  55.17 6849 4985 81.06 31.87 58.23
QFE* 53.86 68.06 57.75 84.49 34.63 59.61

_Table 1: Performance comparison on the private test set of HotpotQA in the distractor setting. Our DFGN is the
I second best result on the leaderboard now (on March lsg:I The baseline model is from Yang et al. (2018) and the

results with * Eunpub]ished.

Leaderboard (Distractor Setting)

In the distractor setting, a question-answering system reads 10 paragraphs to provide an answer (Ans) to
a question. They must also justify these answers with supporting facts (Sup).

Ans Sup Joint
Model Code
EM F, EM F EM F
1 HiPaR-net + BERT (single model) @ 6013 7331 5255 8320 3540 6341
Anonymous ' '
2 SAE (single model
{single model) B 5977 7277 5253 8282 3554 62.92
Anonymous
2 GRN = RBEKD (singlzmadel [ 5512 6898 5255 84.06 32.88 60.31
Anonymous

DFGN (single model)

1= =1

4 Shanghai Jiao Tong University & ByteDance Al @ 5631 69.69 5150 8162 33.62 59.82
Apr 22,2019 Lab ’ ' ‘ ' ’ '
(Xiao, Qu, Qiu et al. ACLI19)



Ablation study

Setting EM F1
DFGN (2-layer) 5542 69.23
- BFS Supervision 5448 68.15
- Entity Mask 54.64 68.25
Model ablation - Query Update 5444 67.98
- E2T Process 5391 67.45
- 1 Fusion Block 54.14 67.70
- 2 Fusion Blocks 53.44 67.11
- 2 Fusion Blocks & Bi-attn  50.03 62.83
. gold paragraphs only 55.67 69.15
Dataset ablation supporting facts only 2197 1167

Table 2: Ablation study of question answering perfor-
mances on the develop set of HotpotQA in the distrac-
tor setting. We use a DFGN with 2-layer fusion blocks
as the origin model. The upper part is the model ab-
lation results and the lower part is the dataset ablation
results.

e Using 1-layer fusion block leads to an obvious performance loss, which
implies the significance of performing multi-hop reasoning in HotpotQA.
 Model is not very sensitive to the noise paragraphs



Evaluation on Graph Construction
and Reasoning Chain

* Missing supporting entity
* Limited accuracy of NER model and the incompleteness
of our graph construction, 31.3% of the cases in the

develop set are unable to perform a complete reasoning

process

* Focus on the rest 68.7% good cases in the following

analysis.



ESP (Entity-level Support) scores

e Path

e sequence of entities visited by the fusion blocks

lepy, - - €p,.. | (sSuppose t-layer fusion blocks)

* Path Score
* multiplying corresponding soft masks and attention
scores along the path
SCOTQ(P) = HE:I Myi,p; Ot,p;,pit1
* Hit
e Given a path and a supporting sentence, if at least one

entity of the supporting sentence is visited by the path,
we call this supporting sentence is hit.



ESP (Entity-level Support) scores

* ESP EM (Exact Match)

* For a case with m supporting sentences, if all the m
sentences are hit, we call this case is exactly match

* ESP EM score is the ratio of exactly matched cases.

 ESP Recall

* For a case with m supporting sentences and h of them
are hit, this case has a recall score of h/m.

k 1 2 5 10  top-k paths
ESP EM 74% 15.5% 29.8% 41%
ESP Recall | 37.3% 46.1% 58.4% 66.4%

Table 3: Evaluation of reasoning chains by ESP scores.



Case study-Good

- 0.01° 0.01 Barrack

va':m 0.67 Provisional Irish Republican Army

0.01 o-“m IRA
0.02 0 ‘0 British Royal Navy
0.01 0" 0 British Army Gazelle

0 0/ 0 Falkland Islands

0.01 British Army Lynx

0.41 Provisional Irish Republican Army
0.73 IRA

0.13 Northern Ireland

0.61 IRA

0.05 South Armagh Brigade

Q: Who used a Barrack buster to shoot down a British Army Lynx helicopter?

Answer: |[RA Prediction: IRA

Top 1 Reasoning Chain: British Army Lynx, Provisional Irish Republican Army, IRA
Supporting Fact 1:

"Barrack buster is the colloquial name given to several improvised mortars, developed
in the 1990s by the engineering group of the Provisional lrish Republican Army (IRA)."
Supporting Fact 2:

" On 20 March 1994, a British Army Lynx helicopter was shot down by the Provisional
Irish Republican Army (IRA) in Northern Ireland."

* Maskl : as the start entity mask of reasoning, where “Barrack” and “British

Army Lynx”

* Mask2 : mentions of the same entity “IRA”




Case study-Bad

001 0.07
0.07
0.02
0.02
0.02
0.11
0.03
0.03
0 0

Maskl Mask2 End

c »d0 0000

o
S

Sasanid

Iran

Islam

House of Sasan
Roman-Byzantine Empire
Samo

King

Samo

Moravia

Q: From March 631 to April 631, Farrukhzad Khosrau V was the king of an empire that
succeeded which empnre’>

Answer: (he Parthian | Prediction: Parthian Empire

Top 1 Reasonmg Cham n/a

Supporting Fact 1:
"Farrukhzad Khosrau V was briefly king of the Sasanian Empire from March 631 to ..."
Supporting Fact 2:

"The Sasanian Empire, which succeeded t! arthian Empire, was recognised as ...
the Roman-Byzantine Empire, for a period of more than 400 years."

* Due to the malfunction of the NER module, the only start
entity, "Farrukhzad Khosrau V”, was not successfully detected.




Conclusion

* DFGN, a novel method for the multi-hop text-based
QA problem

* Provide a way to explain and evaluate the
reasoning chains via interpreting the entity graph
masks predicted by DFGN. The mask prediction
module is additionally weakly trained.

* Provide an experimental study on a public dataset
(HotpotQA) to demonstrate that our proposed
DFGN is competitive against state-of-the-art
unpublished works.






