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Question Answering



Question Answering
• Question Answering
• Knowledge-based (KBQA)
• Text-based (TBQA)
• Mixed
• Others

• KBQA : supporting information is from structured 
knowledge bases (KBs)
• TBQA : supporting information is raw text
• SQuAD
• HotpotQA



Multi-Hop QA



Challenge
1. Filtering out noises from multiple paragraphs and 

extracting useful information.
2. Previous work on multi-hop QA aggregates 

document information to an entity graph, and 
answers are then directly selected on entities of 
the entity graph. However, in a more realistic 
setting, the answers may even not reside in 
entities of the extracted entity graph.

Entity GraphDocument



Motivation
Human’s step-by-step reasoning behavior
1. One starts from an entity of interest in the query
2. Focuses on the words surrounding the start 

entities.
3. Connects to some related entity either found in 

the neighborhood or linked by the same surface 
mention.

4. Repeats the step to form a reasoning chain. 
5. Lands on some entity or snippets likely to be the 

answer.



Model
• Dynamically Fused Graph Network

• Paragraph selection sub-

network

• Module for entity graph 

construction

• Encoding layer

• Fusion block for multi-hop 

reasoning

• Final prediction layer



Paragraph Selection
• 1 question à 𝑁" paragraphs
• Model: Pre-trained BERT followed by a sentence 

classification layer with sigmoid prediction ( > 0.1)
• Label: least one supporting sentence

concatenated together as the context C



Constructing Entity Graph
• Nodes: NER(Person, Organization, and Location)
• Edge

1. For every pair of entities appear in the same sentence 
in C

2. For every pair of entities with the same mention text 
in C

3. Between a central entity node and other entities 
within the same paragraph



Model
• Dynamically Fused Graph Network



Encoding Query and Context
• Concatenate the query Q with the context C
• Pass the resulting sequence to a pre-trained BERT 

model
• The representations are further passed through a 

bi-attention layer



Reasoning with the Fusion Block



Reasoning with the Fusion Block

1. Passing information from tokens to entities by computing entity 
embeddings from tokens (Doc2Graph flow); 

2. Propagating information on entity graph; (GNN)
3. Passing information from entity graph to document tokens since the final 

prediction is on tokens (Graph2Doc flow).

Doc2Graph GNN Graph2Doc



Document to Graph Flow
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Dynamic Graph Attention



Dynamic Graph Attention



Dynamic Graph Attention

GAT

set of neighbors of entity i



Updating Query
• In order to predict the expected start entities for the next step



Graph to Document Flow

• The previous token embeddings in Ct−1 are concatenated with the associated entity 
embedding corresponding to the token.

• ; refers to concatenation
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Prediction

HOTPOTQA: A Dataset for Diverse, Explainable Multi-hop Question Answering



Weak Supervision
• Soft masks at each fusion block to match the 

heuristic masks.
• Heuristic masks
• Start mask detected from the query
• Additional BFS masks obtained by applying 

breadth first search (BFS) on the adjacent 
matrices give the start mask

• A binary cross entropy loss between the predicted 
soft masks and the heuristics is then added to the 
objective.



Experiments
• Distractor setting
• a question-answering system reads 10 

paragraphs to provide an answer (Ans) to a 
question. 

• Fullwiki Setting
• a question-answering system must find the 

answer to a question in the scope of the entire 
Wikipedia.

https://hotpotqa.github.io/



Main Results



Ablation study

Model ablation

Dataset ablation

• Using 1-layer fusion block leads to an obvious performance loss, which 
implies the significance of performing multi-hop reasoning in HotpotQA.

• Model is not very sensitive to the noise paragraphs



Evaluation on Graph Construction 
and Reasoning Chain

• Missing supporting entity

• Limited accuracy of NER model and the incompleteness 

of our graph construction, 31.3% of the cases in the 

develop set are unable to perform a complete reasoning 

process

• Focus on the rest 68.7% good cases in the following 

analysis.



ESP (Entity-level Support) scores
• Path
• sequence of entities visited by the fusion blocks

• Path Score
• multiplying corresponding soft masks and attention 

scores along the path

• Hit
• Given a path and a supporting sentence, if at least one 

entity of the supporting sentence is visited by the path, 
we call this supporting sentence is hit.



ESP (Entity-level Support) scores
• ESP EM (Exact Match)
• For a case with m supporting sentences, if all the m 

sentences are hit, we call this case is exactly match
• ESP EM score is the ratio of exactly matched cases.

• ESP Recall
• For a case with m supporting sentences and h of them 

are hit, this case has a recall score of h/m.

top-k paths



Case study-Good

• Mask1 : as the start entity mask of reasoning, where “Barrack” and “British 
Army Lynx”

• Mask2 : mentions of the same entity “IRA”



Case study-Bad

• Due to the malfunction of the NER module, the only start 
entity, "Farrukhzad Khosrau V”, was not successfully detected.



Conclusion
• DFGN, a novel method for the multi-hop text-based 

QA problem
• Provide a way to explain and evaluate the 

reasoning chains via interpreting the entity graph 
masks predicted by DFGN. The mask prediction 
module is additionally weakly trained.
• Provide an experimental study on a public dataset 

(HotpotQA) to demonstrate that our proposed 
DFGN is competitive against state-of-the-art 
unpublished works.
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