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Asking Questions in Chatbots

@ Asking good questions requires scene understanding

Scene: Dining at a restaurant

[ LIERIE EXEEET ]

I went to dinner yesterday night.

Persons?

WHO WHERE HOW-ABOUT HOW-MANY WHO



Differences to traditional QG

@ Key differences to traditional question generation (eg., reading

comprehension):

¢ Different goals: Information seeking vs. Enhancing interactiveness
and persistence of human-machine interactions
¢ Various patterns: YES-NO, WH-, HOW-ABOUT, etc.

¢ Topic transition: from topics in post to topics in response



Motivation

@ A good question is a natural composition of

¢ Interrogatives for using various questioning patterns
¢ Topic words for addressing interesting yet novel topics
¢ Ordinary words for playing grammar or syntactic roles

éxample 1: \

User: | am too fat ...
Machine: How about climbing this weekend?

Example 2:
User: Last night, | stayed in KTV with friends.

\Machine: Are you happy with your singing? /

1. Manually collected about 20 interrogatives
2. The verbs and nouns in a question are treated as topic words
3. All the other words as ordinary words



Encoder-Decoder

Encoder:
post: The cake tastes good <EOS>

hi ha

Decoder:

response: Is it a cheese:cake:



Soft Typed Decoder (STD)

Assumes
* each word has a latent type among the set {interrogative, topic word,
ordinary word}.
» Soft Typed Decoder (STD)
* estimates a word type distribution over latent types in the given
context
* then computes type-specific generation distributions over the entire
vocabulary for different word types
Why soft:word type is latent because we do not need to specify the type of
a word explicitly. each word can belong to any of the three types.
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Hard Typed Decoder (HTD)

* Difference
e STD: the type of a word is implicit
 HTD: the type of a word is explicit. Generates a word with the
highest type probability
* Dataset
e words in the entire vocabulary are dynamically classified into three

types
* Process

*

c" = argmax P(ty; = ¢;|y<t, X),

C;

Pytly<t, X) = P(yeltye = c*, y<¢, X).

* Problem
* may lead to severe grammatical errors if the first selection is wrong.
* argmax is discrete and nondifferentiable



Hard Typed Decoder (HTD)
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Case study

Post: IREXN/NI\EH4( like little animals)

Response:  {R(you)
Interrogative 0.09
Topic word 0.26

ER(like) ®F(rabbit) (particle)

?
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Post: KMNYEREBRT
We went to karaoke yesterday.
Seq2Seq: 4B 1&?
When?
MA: R & 4 Fo i 5T 42 )
How did you know I am questioning you?
TA: a2
What"
ERM: 7+ 2 F L2
What happened ?
STD: F-p oK ?
Where did you sing karaoke?
HTD: RAT LA A G HK?
How many people were singing with you?




TODO

1. PC-Lab
1. Dataset labeling
2. Paper reading :
* Behaving more interactively:

3. Controlling sentence function (ACL 2018)
4. Topic change (SIGIR 2018)
* 3.Reinforcement Learning Group
e Lecture 1: Introduction to Reinforcement Learning



Thanks!



