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Four Paradigms in NLP
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Domain Adaptation to Summarize Human Conversations
ACL 2010

3.2 Features Used

We consider two sets of features for each sen-
tence: a small set of conversational structure fea-
tures, and a large set of lexical features.
Conversational features: We extract 24 con-
versational features from both the email and
meetings domain, and which consider both
emails and meetings to be conversations com-
prised of turns between multiple participants. For
an email thread, a turn consists of a single email
fragment in the exchange. Similarly, for meet-
ings, a turn is a sequence of dialogue acts by the
same speaker. The conversational features,
which are described in detail in (Murray and

Carenini, 2008), include sentence length, sen
tence position in the conversation and in the cur
rent turn, pause-style features, lexical cohesion
centroid scores, and features that measure ho
terms cluster between conversation participan
and conversation turns.

Lexical features: We derive an extensive set of
lexical features, originally proposed in (Murray
et al., 2010) from the AMI and BC3 datasets, and
then compute their occurrence in the Enron cor-
pus. After throwing out features that occur less
than five times, we end up with aggroximatclz

00,000 features. The features derived are: char-
acter trigrams, word bigrams, POS tag bigrams,
word pairs, POS pairs, and varying instantiation
ngram (VIN) features. For word pairs, we extract
the ordered pairs of words that occur in the same
sentence, and similarly for POS pairs. To derive

VIN features, we take each word bigram wi,w2
and further represent it as two patterns p1,w2 and

W1,p2 each consisting of a word and a POS tag. )
3.3 Classifier

In all of our experiments, we traivl logistic % -
gression classifiers using the liblin it’,

This choice was partly motivated by our earlier
summarization research, where logistic regres-
sion classifiers were compared alongside support
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PLMs

* Typical paradigms of pre-trained LMs
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(b) Masked LM. (c) Prefix LM. (d) Encoder-Decoder.

* Attention mask patterns
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# Prompt Learning



| Naive Prompt Learning

great Label: positive
' Label: negative v
Sentiment
Classification T
head

[CLS] No reason to watch . It was [MASK] . [SEP]
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Pre-train and Fine-tune Paradigm
i MLM great CLS Label: positive :
| head head
E * Vocab V T Label Space Y !
i [ [CLS] it’s a][MASK] movie in every regard, and| [MASK]|painful to watch . [SEP] ] [ [CLS] No reason to watch . [SEP] ] |
(a) MLM pre-training (b) Fine-tuning
' Two Gaps )

____________________________________________________________________________________________________________________________



| Why Prompt Learning?
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Pre-train and Fine-tune Paradigm
MLM great CLS Label: positive
| head head
E ? Vocab V ? Label Space Y :
i [ [CLS] it’s a][MASK] movie in every regard, and| [MASK]|painful to watch . [SEP] ] [ [CLS] No reason to watch . [SEP] ] |
(a) MLM pre-training (b) Fine-tuning
Prompt Tuning . ( )
| < ) |
i Label Mapping M (y) E
E [ [CLS] No reason to watch . It was [MASK] . [SEP] ] :

____________________________________________________________________________________________________________________________
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| Notation of Prompt Learning

Good: Positive J

[Answer Z->Label: Y Bad: Negative

> Answer
Filled Prompt Answered Prompt
I love this movie, it I love this movie, it
was a!bad movie. was ajgood:movie.

\/T

—>[ Prompt x’: I love this movie, it was a [z] movie.

~N

J/

a

[ [x],itwas a [z] movie. ]

I

Prompt Function: f (prompt) (X)

|

Input x: I love this movie. ]

Vs

.

Answer Mapping

Answer: A token, phrase, or sentence that fills [Z]

Filled Prompt: A prompt where slot [Z] is filled
with any answer.

Answered Prompt: A prompt where slot [Z] is
filled with a true answer.

Prompt: A text where [X] is instantiated by input
x but answer slot [Z] is not.

Prompt Function f : A function that converts the
input into a specific form by inserting the input x and
adding a slot [Z]where answer z may be filled later.

Input x: One or multiple texts .



| Examples

Type Task Input ([X]) Template Answer ([Z])
great
Sentiment I love this movie. [X] The movieis [Z]. fantastic
sports
TextCLs Topics He prompted the LM. [X] The text is about [Z]. science
quantity
Intention What is taxi fare to Denver?  [X] The question is about [Z]. city
Aspect Bl
- : . r’ -
Text-span CLS Sartinient Poor service but good food. [X] What about service? [Z]. Terrible
[X1]: An old man with ... Yes
Text-pair CLS NLI [X2]: A man walks ... [X11? [2], [X2] No
[X1]: Mike went to Paris. organization
Tagging NER [X2]: Paris [X1] [X2] isa [Z] entity. location
The victim ...
Summarization  Las Vegas police ... [X] TL;DR: [Z] A woman ...
Text Generation
I love you.
Translation Je vous aime. French: [X] English: [Z] I fancy you.

16



| Two Key Components

7

Good: Positive )

Answer Z->Label: Y Bad: Negative |

f

> Answer -+

\§

> Answer Engineering

Filled Prompt Answered Prompt
[ love this movie, it [ love this movie, it
was a movie. '

a[ Prompt x’: I love this movie, it was a [Z] movie.]

A

[ [X], it was a [z] movie. ]

; @{5 Prompt Engineering

Prompt Function: f (prompt) (X)

{ Input x: I love this movie. ]
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| Prompt Engineering

Cloze ]—> This movie is interesting, It’s a [z] movie.
Shape
prompt Prefix }——> This movie is interesting...., TL,DR, [z]...
g

Engmeerm

Human —> D)

Effort

P

Discrete |—> Wy, Wy, Wy

Adto |

Continuous— | ) ) (

a[Prompt x': I love this movie, it was a [Z] movie.]

IX7?
[ T —— J Cloze or Prefix:
T ?
Prompt Function: f prompt)(X) | - D
—[ Input x: [ love this movie. J Human or Auto? Discrete or Continuous?

19



| Prompt Engineering

e A
Manually created prompts
How Can We Know What Language GPT Understands, Too
Prompt-tuning b Models Know? . Y
Exploiting Cloze Questions for Few 4 A
ificati Learning How to Ask: Queryin
anguage J from Language Models with L )
] ~N Automatically Generated Prompts N
In-context learning Factual Probing Is [MASK]:
Language Models are Few-Shot Learning vs. Learning to Recall )

Learners (GPT-3) Making pre-trained language models

better few-shot learners. Differentially Optimized

20
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| Answer Engineering

- Token }— LAMA [133]; WARP [55]
" Answer En- 3
gincering §5 Shape |+{ Span |~ PET-GLUE [154]; X-FACTR [66]
—( Sentence ]— GPT-3 [16]; Prefix-Tuning [96]
Human Effort - Hand-crafted |— PET-TC [153]; PET-GLUE [154]

Good: Positive

Discrete )— AutoPrompt [159]; LM-BFF [46]

—( Automated }-D

Continuous )— WARP [55]

|

Answered Prompt
[ love this movie, it

[Answer Z=->Label: Y
T

» Answer -+

Bad: Negative

Filled Prompt
[ love this movie, it

- - f—_———

was a}bad movie. was a;goodimovie.

'\/
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| 6PT-3

The three settings we explore for in-context learning

Traditional fine-tuning (not used for GPT-3)

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

sea otter => loutre de mer example

cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Fine-tuning

The model is trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1

i

peppermint => menthe poivrée example #2

<+
.
NP

|é

eee

plush giraffe => girafe peluche example #N

H
i

cheese => prompt

% Prompt Engineering
Human + Discrete

g Answer Engineering
Token, Span, Sent

Language Models are Few-Shot Learners

24



| Text Classification

_ ) Prompt Engineert
Sentiment MLM 'great  Label: positive | % rompt Engineering _
Classification head | _ |terrible Label: negative v Cloze + Human + Discrete
<=l ' & Answer Engineering
[CLS] No reason to watch . It was|[MASK] . [SEP] Token + Human + Discrete

s= Topic detection this text is about {“health”, “finance”, “politics”, “sports”, etc.}

) Emotion detection this text expresses {“anger”, “joy”, “sadness”, “fear”, etc.}

Situation detection the people there need {“shelter”, “water”, - - - }

Benchmarking Zero-shot Text Classification: Datasets, Evaluation and Entailment Approach, EMINLP 2019
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| Text Classification: LM-BFF

T5 Objective

Original text

Thank you fef inviting me to your party [ast week.

o »/ LM-BFF: Generate Prompt
Thank you <X> me to your party <Y> week.

A fun ride. <X> great <Y>|---------- -_-_
Targets =
A pleasure to watch. <x> great <y>|-1' | Decode

<X> for inviting <Y~ last <7>

<S> This is [MASK].
<S> A [MASK] one.

- |
|
|

- l

|

———Training examples for label: positive ———— !
|

=1

/48 >N
No reason to watch. <X> terrible <Y > H
This junk. <x> terrible <y>|--------- - Generated templates
Fine-tune and
evaluate

“———Training examples for label:negative ———— ’

lpositive: great, negative: terriblel ‘ <S:> A [MASK] one. I
Label mapping M()) Best template

Making Pre-trained Language Models Better Few-shot Learners 26



Knowledge Mining

s A
“Dante was born in [MASK].” S“e” e — feme
rancesco Bartolomeo Conti was bornin . orence
“ A VY ? Adolphe Adam diedin . Paris
English bulldog is a subclass of . dog
LM N Neural LM — Florence The official language of Mauritiusis . English
Memory ACCGSS Patrick Oboya plays in position. midfielder
Hamburg Airport is named after . Hamburg
The original language of Mon oncle Benjaminis .  French
Dani Alves plays with . Barcelona
Paul Tounguiisa ____ by profession . politician
€.g. ELMO/ BERT Sodium sulfide consists of . sodium
Corpus
Dylan is a songwriter. Open Knowledge Graph
Dylan was awarded Nobel Prize. : :
Gt Siahed AlBSHG Candidate Facts ___ Bob_Dylan.q392 =391
ylan sighe ert Grossman. B § : i o Albert_Grossman.Q708584
7 Match (Dylan, is, songwriter) Map
> | (Dylan, , Nobel Prize) |=——"""
Pre-trained language model (Dylan, signed, Albert Grossman)
BERT Songwriter.Q753110 Nobel_Prize.Q7191

Language Models as Knowledge Bases?
Language Models are Open Knowledge Graphs 27



| Knowledge Mining: P-Tuning

Discrete Prompt Learning P-tuning
PLMs PLMs
(GPT, BERT,...) (GPT, BERT,...)
rt  f t 1 1 T F F 1t f 1
e(The) e(capital) e(of) e(Britain)e(is) e([MASK]) ho = hi e(cap) e(Bri) hiq - hy e([MASK])
AR S S tt
The capital of  Britain is [MASK] capital Britain [MASK]
R A T i}
: Prompt Generator : : Prompt Encoder :
e e e - Discrete e e e Back
rewards [Po] - [Pi] [P...] = [P,,] Propagation

GPT Understands, Too 28



Training

Encoder

[xl][Xz][xs][xducfgucf_]

will  be held in Bangkok

Bangkok is a Location entity

+ ¢+ ¢t ¢t ¢

Decoder
() (] (8] () (&
R L A
<s> Bangkok is a Location

eI Testing

will  be held in Bangkok
SequenceLabehng _____

______

% Prompt Engineering | ---------

. ' ACL W|II be held in Bangkok
Cloze + Human + Discrete @~ = ~ooooooo-
& Answer Engineering | (Wl T he”

Token + Human + Discrete | =777 TTTToooos

- —

IACL .W|II be held in Bangkok

- ——

________________________________________

Bangkok is a Location entity (scoring: 0.8)\‘I

Bangkok is a person entity (scoring: 0.3)5
Bangkok is not a entity (scoring:O.l)E

________________________________________

________________________________________

ACLwill is a Location entity (scoring: 01)

ACLwill is a person entity (scoring:0.1)

ACLwill is not a entity (scoring: 09)

________________________________________

\________/

Template-Based Named Entity Recognition Using BART, Findings of ACL 2021
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| Relation Extraction

(a) Fine-Tuning (b) Prompt-Tuning
per:founded_by org:founded_by founder
per:date_of_birth ] per:date_of_birth b MLM J
. Head
relation class | P ] Tohel words ]
[E»] Steve Jobs [/ Es], co-founder of
[E,] Apple [/E,]. [SEP] [CLS] Steve Jobs, co-founder of Apple. [SEP] Apple |[MASK] |Steve Jobs [SEP]

B no_relation

. Prompt Engineerin (CE Loss] LOSS A
% o P gA Cg _ ol MLM HEAD 1024 x 30000
oze + UtO + OntInUOUS (I;L% S:‘llend:fqbt:gth Relation ‘
R@ Answer Engineering vef stateorprovinces_of_residenc Embeddmg Head 1024 x 30005
%

Token + Auto + Continuous

relation probabilities

[CLS] [E,] Steve Jobs [/E,], co-founder of [E,] Apple [/E;] [SEP] [ @ Applem[MASK]m Steve Jobsm 1/ [SEP]

Entity  (organization) (organization) Relation per : countries_of_residence [ Person ] knowledge embedding (KE)
Knowledge Knowledge P
Injection Injection Relation .
: Embedding Head ” [[SUb]] + [[Obj]] '[ REL ]”
person person | countries | residence
30

KnowPrompt: Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction



| Text Generation

Fine-tuning Summary
1t
{ Encoder H Decoder }

Document

Prefix-tuning Summary
1t
[PrefixI Encoder I{ H PrefiXI Decoder f{ J
5 _
Document

Prefix-Tuning: Optimizing Continuous Prompts for Generation, ACL 2021

t Prompt Engineering

Prefix+ Auto + Continuous

B : :
#- Answer Engineering

Sent + Discrete

Summary

1 )

[ PrefiXI Decoder f{ J

Document

31



| Cross-modal

[IMG]

watching

[IMG]

MLM
— ..
head riding
I Vocab IV
[CLS] A woman is [MASK] the horse [SEP]
(a) pre-training
Label: positive
Label: negative
Label Y
The horse watched by the woman [SEP]
(b) fine-tuning
32

CPT: Colorful Prompt Tuning for Pre-trained Vision-Language Models



Cross-modal

—— e —
N

Query Text:
The horse watched by the woman

[IMG]

word1 MLM
word2 head
Vocab V

-a E‘ \&* [CLS] || The ][ horse || watched | by ][ the

woman

£ L)
— 4 —

_/

E )
— _/

Y Y
Image Regions Query Text

(c) Cross-modal Prompt Tuning
CPT: Colorful Prompt Tuning for Pre-trained Vision-Language Models

Y
Query Template

— o e o o o =

[SEP]
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| Cross-modal

[IMG]

Query Text:
The horse watched by the woman

_/

Image Regions

— o o o o — —

———————————————————————————————————————————

o e e e R e R R R R e R M R M R M M R R e R M M e e e M e e e e

Colorful
Prompt
Tuning

red

MLM
blue head
Vocab V

[CLS]

The ][ horse

watched ][ by ][ the

woman

—

_/

(s J(inJ [ color |
—

_/

~
Query Text

CPT: Colorful Prompt Tuning for Pre-trained Vision-Language Models

Y
Query Template

— o e o o o =
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| Part Conclusion

Prompt

PLMs

Downstream Tasks
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