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Large Language Models

• The rapid advancement of Large 
Language Models (LLMs) has 
achieved exceptional 
performance across a wide array 
of applications

• Recently, Large Reasoning 
Models (LRMs) have become a 
popular trend, including o3-mini, 
DeepSeek-R1 and QwQ.

3A Survey on Post-training of Large Language Models



LLM-based Agent

• LLM agents are AI systems that leverage Large Language Models (LLMs), tools, and 
memory to perform tasks, make decisions, and interact with users or other systems 
autonomously.
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Common Agentic Patterns

• Tool Use: The agent determines when to route queries to the appropriate tool or rely on its own knowledge.
• Reflection: The agent reviews and corrects its answers before responding to the user. A reflection step can also 

be added to most LLM systems.
• Reason-then-Act (ReAct): The agent iteratively reasons through how to solve the query, performs an action, 

observes the outcome, and determines whether to take another action or provide a response.
• Plan-then-Execute: The agent plans upfront by breaking the task into sub-steps (if needed) and then executes 

each step.

5https://medium.com/data-science/build-a-general-purpose-ai-agent-c40be49e7400



Multi-agent Collaboration

• ChatDev stands as a virtual software company that operates through various intelligent 
agents holding different roles.

https://github.com/OpenBMB/ChatDev

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-llm-agents 6

https://github.com/OpenBMB/ChatDev


GAIA Benchmark and Manus
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GAIA: a benchmark for General AI Assistants

https://manus.im/

• GAIA, a benchmark for General AI Assistants that, if solved, would represent a milestone in 
AI research. 



For more information

8https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-llm-agents



Human-AI Symbiotic Society

• The progress of LLMs brings the realization of Artificial General Intelligence (AGI) within 
reach paving the way for a future where human-AI interaction, collaboration, and 
coexistence shape a shared, symbiotic society.
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Social Intelligence

• Social intelligence is the foundation of all successful interpersonal relationships and is also 
a prerequisite for AGI

• Evaluations in game-theoretic scenarios require social agents to understand the game 
scenario, infer opponents’ actions, and adopt appropriate responses, representing an 
advanced form of social intelligence
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Game Theory

11https://www.investopedia.com/

• Game theory, a long-established field in microeconomics, offers a robust mathematical 
framework for analyzing social interactions among cooperating and competing players, 
with wide-ranging applications



Social Agent

• Preference refers to an individual’s 
subjective inclination toward certain things, 
reflecting personal tastes, values, or choices 
in decision-making.

• Beliefs represent an agent’s informational 
(or mental) state about the world, 
encompassing its understanding of itself and 
other agents, and consist of the facts or 
knowledge the agent considers true

• Reasoning refers to the process of inferring 
actions based on one’s preferences and 
beliefs, as well as the historical information 
of other agents.
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Functional Agent vs Social Agent
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Functional Agent and Social Agent
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• The general artificial intelligence of the future should be a superintelligent agent that 
integrates both exceptionally high IQ and EQ.



Key Questions in Social Agent
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Game Framework
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Choice-Focusing Game
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Classic Games

18



Classic Game: Prisoner’s Dilemma
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Classic Game: Guess 2/3 of the Average

20How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments

GPT3.5



Classic Game: PGG-Bench

21https://github.com/lechmazur/pgg_bench



TMGBench: Broader Coverage 

• Drawbacks
• Limited coverage of game types: 

Most studies focus on a handful 
of classic games without 
considering the full diversity of 
game structures. 

• Potential risk of game scenario 
leakage: Classic game scenarios 
are likely to be present in the 
training corpus, raising concerns 
over data leakage. 

• Poor extensibility of game forms: 
Existing studies primarily focus 
on a narrow range of game forms, 
which may no longer suffice to 
challenge high-performing LLMs 
such as o1-mini from OpenAI.

22TMGBench: A Systematic Game Benchmark for Evaluating Strategic Reasoning Abilities of LLMs



TMGBench: Synthetic Data Generation

23TMGBench: A Systematic Game Benchmark for Evaluating Strategic Reasoning Abilities of LLMs



TMGBench: Complex Forms 

24TMGBench: A Systematic Game Benchmark for Evaluating Strategic Reasoning Abilities of LLMs



TMGBench Findings

• Advanced LLMs like GPT-4o and Claude 3.5 Sonnet struggle to generalize across diverse 
contexts and scenarios.

• Complex-form games derived from atomic units in TMGBench pose significant challenges 
for LLMs — including DeepSeek-R1 and O1-mini — which often falter as the number of 
games increases.
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Auction

26Put Your Money Where Your Mouth Is: Evaluating Strategic Planning and Execution of LLM Agents in an Auction Arena



Others
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Communication-Focusing Game
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Diplomacy

29Human-level play in the game of Diplomacy by combining language models with strategic reasoning



Werewolf

30Exploring Large Language Models for Communication Games: An Empirical Study on Werewolf



Examples
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Game Selection Guide
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Preference Module
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Evaluation of LLM’s intrinsic preferences
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GPT-4’s intrinsic preferences

• Dictator game

• Human-like social behaviours observed in GPT-4 include reciprocity preferences, 
responsiveness to group identity cues, engagement in indirect reciprocity, and 
social learning capabilities. 

• However, differences emerged as GPT-4 displayed a stronger inclination toward 
fairness than humans and responded decisively to negative stimuli, often 
retaliating against perceived uncooperative or harmful behaviours with 
heightened consistency.

35Do LLM Agents Exhibit Social Behavior?



Controlling LLM preferences through role-playing
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Role-playing
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• Models using cooperative prompts 
exhibited high levels of cooperation

• Models with competitive prompts 
generally exhibited low cooperation 
tendencies

• Models using altruistic prompts showed 
higher tendencies to cooperate and 
donate

• Models with self-interested prompts 
displayed low cooperation tendencies

• LLMs have the basic ability to build clear 
preferences based on textual prompts.

The Machine Psychology of Cooperation: Can GPT models operationalise prompts for altruism, cooperation, 
competitiveness and selfishness in economic games?



Role-playing

• CoT may reduce the role-playing capabilities of LLMs.
• Reasoning-optimized LLMs are less suitable for role-playing tasks.

• (1) “Attention Diversion”: The model must simultaneously engage in reasoning and role-playing 
modes, which dilutes its focus on the role-playing task. 

• (2) “Linguistic Style Drift”: Reasoning responses tend to be structured, logical, and formal, whereas 
effective role-playing requires a vivid, expressive, and character-consistent linguistic style.

38Reasoning Does Not Necessarily Improve Role-Playing Ability



Evaluation of LLM role-preference consistency
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LLMs struggle to build desires from uncommon preferences
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Equality (EQ) Common-Interest (CI)

Self-Interest (SI) Altruism (AL)

Can Large Language Models Serve as Rational Players in Game Theory? A Systematic Analysis



Belief Module
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True Belief and False Belief
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Can LLMs Refine Belief?

43Can Large Language Models Serve as Rational Players in Game Theory? A Systematic Analysis



Can LLMs Refine Belief?

44Playing repeated games with Large Language Models

Prisoner’s Dilemma Battle of the Sexes



Reasoning Module
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Reasoning Module

• The involvement of multiple participants requires reasoning about the opponents’ mental 
states.
• Theory-of-Mind Reasoning

• The dynamic nature of the environment necessitates proactive exploration and evaluation 
of current and future possible states.
• Reinforcement Learning-style Reasoning
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Theory-of-Mind Reasoning
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Poker

48Evaluating and Enhancing LLMs Agent based on Theory of Mind in Guandan: A Multi-Player Cooperative Game under Imperfect Information



Reinforcement Learning-style Reasoning
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CivRealm

• Multi-objective scenarios require complex search processes to achieve comprehensive 
victory.

50

Development
Battle
Diplomacy

CivRealm: A Learning and Reasoning Odyssey in Civilization for Decision-Making Agents



ToM + RL Reasoning
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PBR-Triangular Interaction
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Evaluation
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Performance Summary
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Broader Impact Statement
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Stage Description Potential Risks Mitigation Strategies

Designing Social Agents

Focuses on creating the 
underlying algorithms that 
shape the agent’s 
behavioral preferences.

Poorly designed algorithms 
may lead to negative 
behaviors (e.g., deception, 
manipulation, bias 
amplification).

✓ Enhance alignment algorithms 
(safety and moral alignment).

✓ Develop behavioral plugins as 
dynamic controllers.

Evaluating Social Agents

Involves rigorous testing of 
agents before real-world 
deployment to assess their 
behavior.

Agents with undetected 
negative behaviors (e.g., 
aggression, exploitation) 
may proceed to deployment.

✓ Evaluate agents in diverse game 
scenarios.

✓ Establish a benchmarking 
framework for behavioral 
assessment.

Deploying Social Agents

Covers the rollout of agents 
into real-world applications, 
starting with controlled 
environments.

Unforeseen negative 
consequences (e.g., 
misinformation, trust 
erosion) may emerge at 
scale.

✓ Start with low-risk, small-scale 
deployments.

✓ Gradually expand while monitoring 
anomalies in real time.

Supervising Social Agents

Ensures ongoing oversight 
and management of 
deployed agents to prevent 
harm.

Scalability of harm, 
impersonation, or subtle 
decision manipulation may 
go unchecked.

✓ Design automated monitoring 
systems for real-time surveillance.

✓ Use behavioral analysis for early 
warnings.



Conclusion

• Preference, belief, and reasoning are the three core modules within a social agent.

• Future work can continue to explore areas such as standardized benchmark generation, 
reinforcement learning agents, behavior pattern mining, and pluralistic game-theoretic 
scenarios.

• There is an urgent need for interdisciplinary research with the social sciences to clarify key 
scientific questions.

• Social agents are an essential pathway toward AGI, and more precise control as well as 
more effective simulation require further in-depth investigation.
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Survey

58A Survey on Large Language Model-Based Social Agents in Game-Theoretic Scenarios



Thanks!
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